Improved Surface Gravity and Mass Constraints for Substellar Objects from Spectral Line Profile Measurements at High Resolution in the Near-Infrared
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SUMMARY

Observed extra-solar systems within the Milky Way are comprised of stars and substellar objects (planets and brown dwarfs). Standard methods for measuring the mass of isolated brown dwarfs and directly-imaged giant planets are indirect, and rely heavily on largely uncalibrated theoretical models. Consequently, current mass estimates for many of these substellar objects are highly uncertain. With the arrival of new high resolution instruments such as SPIRou comes opportunity for new methods and improved constraints. We present an observational method to constrain the mass of substellar objects precisely, and demonstrate its feasibility on simulated SPIRou observations. We use a cross correlation technique to find the average shape of the absorption lines in an object’s spectrum, and determine its surface gravity to high precision through quantitative comparison to reference models. The average line profile width has the properties of being dependent on surface gravity and independent on the choice of reference model. Our results suggest that by using the average line profile, surface gravity can be constrained to better than 5%, and mass can subsequently be estimated to a precision of 10-15%. Performing our method on real high-resolution observations will provide the ultimate test.
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INTRODUCTION

To know the mass of an object in the sky is to know its nature. Astronomers classify most astronomical bodies into planets, brown dwarfs, or stars depending on how massive they are. Brown dwarfs and planets are not massive enough to sustain nuclear reactions in their cores, and as such are deemed “substellar.” The environment in which a planet, a brown dwarf or a star can be found is of great interest for understanding the formation and evolution of the diverse celestial population.

For example, discovering a sub-stellar object (a giant planet or a brown dwarf) in isolation indicates it may have actually formed how a star does. The mass distribution of the isolated objects is called the initial mass function, and the lower end of the distribution is the focus of much research. On the other hand, the mass distribution of companion objects, those that orbit a star, can answer questions about the formation and evolution of an
astronomical system. Mass as a function of separation of host star, known as the population demographics of companion objects, serves as input for theories concerning the interactions between the bodies in a single system over time. Planets may migrate toward or away from their star, gravitationally scatter off one another, and have observable effects on the circumstellar disks from which they formed. Mass is the key piece of information necessary for insight into all of these processes.

However, it is difficult to determine the mass of substellar objects, and many of the estimates currently available for known directly-imaged giant planets and brown dwarfs (both isolated and companion) are uncertain. Mass cannot be measured directly, and is generally estimated based on an object's observed luminosity and age, in comparison to what theoretical evolution and spectral models predict. It is possible, in the case of binary systems, to measure the mass of substellar objects more precisely using dynamics (Bowler et al., 2018; Dupuy et al., 2018; Dupuy & Liu, 2017). However, the method applies more easily to heavier objects and does not serve as a general one.

Both evolution and spectral models, on which most mass estimates are based, carry significant uncertainties. The initial conditions for the formation of a brown dwarf or giant planet pertinent for evolution models are unconstrained observationally; the energy transferred to a protoplanet by infalling gas may be fully retained (the “hot-start” scenario) or it may be shocked back into space (the “cold-start” scenario), depending on the physics of accretion (Burrows et al., 1997; Marley et al., 2007; Szulágyi & Mordasini, 2016). The subsequent evolution of an object’s observable properties after a “hot-start” is quite different to that after a “cold start”. This introduces large uncertainties when using evolution models to infer properties such as mass for an object of a given age based on how it is observed today. Uncertainties in spectral models, on the other hand, originate from incorrectly modelling the physics in the atmosphere. Whatever the amount of heat trapped in the interior from formation may be, it will escape through the atmosphere in the form of radiation.

Creating spectral models of the emergent radiation is a difficult task due to the complex interactions between molecules in the atmosphere, and the unknown formation or spatial distribution of dust grains and clouds (Homeier et al., 2004).

The uncertainties in the spectral and evolution models that result for the reasons given above are translated into uncertainties in mass estimates by the use of methods that rely heavily on their accuracy. To give examples of a few giant planets or brown dwarfs with poorly constrained masses, we quote the best currently available mass estimates. ROXs 12 b is 12-20 Jupiter masses (Santamaría-Miranda et al., 2018); 51 Eri b: 2-12 M\(_{\text{Jup}}\) (Rajan et al., 2017); CT Cha B: 14-24 M\(_{\text{Jup}}\) (Wu et al., 2015); 2MASS 0103+1935: 12.82 ± 8.43 M\(_{\text{Jup}}\) (Faherty et al., 2016). Notably, since the dividing-line between a planet and a more massive brown dwarf is 13 M\(_{\text{Jup}}\), it happens that astronomers don’t confidently know what these objects truly are.

In this work, we aim to ameliorate this situation, with the help of new technology. We demonstrate an observational method that can be applied generally for constraining the mass of substellar objects more tightly than methods that rely on evolution models, using high resolution near-infrared spectroscopy. We present our method in the context of the Canada-France-Hawaii Telescope’s new high resolution (R=73,500) IR spectrograph: SPIRou. This revolutionary instrument became operational in mid-2018, and it is only with high resolution spectra from instruments like SPIRou that our method is possible.

We take the approach of first determining the object’s surface gravity, and subsequently using it to find the mass. It is well known that the thermal emission spectrum is sensitive to surface gravity (Hedges & Madhusudhan, 2016; Cruz et al., 2009a). Many previous works have estimated surface gravity using low resolution spectroscopic observations by comparison with models (Schneider et al., 2016; Chilcote et al., 2015; Bonnefoy et al., 2014; Currie et al., 2013; Bonnefoy et al., 2010); however, the resulting accuracy is seldom better than 0.5-1.0 dex. Our method uses the information afforded by the high resolution of instruments like SPIRou, namely the line profile of thousands of individual molecular lines, to

\* The term “dex” is often used by astrophysicists as a shorthand for “order of magnitude.” For example, 0.1 dex \(\equiv 10^{0.1} - 10^{0.0}\), where “S” could be any number, and the difference would still be 0.1 dex.
constrain the surface gravity more precisely. From this, we obtain a correspondingly precise estimate of the mass.

In the following section, we describe our observational method, the collection of spectral models we use, and our process for creating simulated SPtRou observations. We then introduce the Average Line Profile, describe how it can be quantified, and demonstrate its two crucial properties. Next, we perform our method on simulated SPtRou observations of a real object, 2M 2322-6151, and present the mass uncertainty obtained. Finally, we discuss implications, limitations and future work.

METHODS

ANALYSIS APPROACH

The mass of a brown dwarf (or any self-luminous astronomical object) can be expressed as a function of only three properties: its effective temperature, its luminosity and its surface gravity. There already exist precise methods of determining the effective temperature and luminosity, and it is our hope to provide a robust determination technique for the surface gravity.

The strength of the gravitational field on the surface of an astronomical object, \( g \) in cm s\(^{-2}\) (often quoted as \( \log_{10}(g) \)), is stronger for denser objects and weaker for less dense objects. It is defined as:

\[
g = \frac{Gm}{r^2}, \tag{1}
\]

where \( G \) is the gravitational constant, \( m \) is the object’s mass and \( r \) is its radius.

An object’s luminosity, the amount of energy it emits per unit time, is a basic observable quantity and depends on its surface area and effective temperature:

\[
L = 4\pi r^2 \sigma T_{\text{eff}}^4, \tag{2}
\]

where \( \sigma \) is the Stefan-Boltzmann constant. Equating the radii terms in Equations 1 and 2 yields an object’s mass as a function of those aforementioned three properties:

\[
m = \frac{1}{4\pi G \sigma T^4} \frac{L}{g}. \tag{3}
\]

The uncertainty associated with a given mass measurement, \( dm \), thus depends on the precision with which luminosity, temperature and surface gravity are known. Expressed as a fraction of the mass measurement, we find

\[
\frac{dm}{m} = \sqrt{\left( \frac{dg}{g} \right)^2 + \left( \frac{dL}{L} \right)^2 + 16 \left( \frac{dT}{T} \right)^2}, \tag{4}
\]

which we obtained from the usual simple variance formula.

Figure 1: The fraction uncertainty in mass as a function of the fraction uncertainty in surface gravity (given by Equation 4) for the case where temperature and luminosity are known to a precision of 3% and 5%, respectively. A low uncertainty in surface gravity yields a nearly equally low uncertainty in mass (with diminishing returns after a point). The one-to-one line (dashed) is shown for reference. Inset: Constraints on temperature and luminosity tighter than the 3% and 5% used to create the track shown would be necessary in order to reach a precision on mass better than 13%. Main point: If the surface gravity of a brown dwarf or giant planet can somehow be determined and well constrained, then the object’s mass can in turn be found to a precision that is only slightly worse.
We can estimate the potential rewards of our approach by calculating the uncertainty in mass for varying constraints on luminosity, temperature and surface gravity. Figure 1 shows the relative uncertainty in mass as a function of how precisely surface gravity is known, for the hypothetical scenario wherein luminosity and temperature are known to a commonly-achieved precision of 5% and 3%, respectively. A tighter constraint on an object's surface gravity yields a tighter constraint on its mass. If the log($g$) of a giant planet with mass $M = 10 M_{\text{Jup}}$ could somehow be determined to a precision of, for example, 10%, then the uncertainty with which its mass could be known would be ± 16%, or ± 1.6 $M_{\text{Jup}}$, a tight constraint compared to many current estimates quoted in the literature.

**SOURCING THERMAL EMISSION SPECTRA**

An object's atmospheric conditions determine the features present in its thermal emission spectrum, including the shape of the continuum and the shape of molecular absorption lines. The purpose of atmosphere models is to describe the features produced under given conditions, so that we can understand the observations, and predict what is observable.

We consider here two different sets of brown dwarf thermal emission models: the publicly available precomputed grid of PHOENIX BT-SETTL atmosphere models (Allard et al., 2011) and the unpublished atmosphere models of Tremblin et al. (2015, 2016). We have sourced eight of the former (at two temperatures and four surface gravities) and have access to only four of the latter (at two temperatures and two surface gravities). Table 1 outlines their respective properties.

As the premise of this paper is to demonstrate the feasibility of an observational technique, we consider the Tremblin et al. (2015) spectral models to describe the atmosphere of a hypothetical, illustrative target brown dwarf. We employ the PHOENIX BT-SETTL models to be our set of “reference models”, for no reason other than that they are available in a more comprehensive range of temperatures and surface gravities.

The biggest difference between the models is the treatment of clouds. PHOENIX BT-SETTL models use a parameter-free cloud model to account for dust formation (following Rossow, 1978) and incorporate microphysical atmospheric processes such as settling of dust under the influence of gravity. The Tremblin et al. (2015) models are cloud-less. Designed to reproduce reddening in cold T and Y dwarfs, they incorporate vertical mixing, quenching of ammonia and a slightly reduced temperature gradient in the atmosphere.

### Table 1: Properties of our reference models (denoted with $^a$, Allard et al., 2012) and notional brown dwarf models (denoted with $^b$, Tremblin et al., 2015): local thermodynamic equilibrium (LTE); effective temperature ($T_{\text{eff}}$); surface gravity (log$_{10}$($g$)); spectral resolution ($R$); metallicity by log$_{10}$ number density with respect to solar values ([M/H]).

<table>
<thead>
<tr>
<th>Source</th>
<th>PHOENIX BT-SETTL $^a$</th>
<th>Tremblin $^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Equilibrium</td>
<td>Thermal</td>
<td>Chemical</td>
</tr>
<tr>
<td>$T_{\text{eff}}$ (K)</td>
<td>900, 1000</td>
<td>900, 1000</td>
</tr>
<tr>
<td>log$_{10}$($g$)</td>
<td>4.0, 4.5, 5.0, 5.5</td>
<td>4.0, 5.0</td>
</tr>
<tr>
<td>$R$</td>
<td>99,406</td>
<td>338,616</td>
</tr>
<tr>
<td>[M/H]</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Source</td>
<td><a href="https://phoenix.ens-lyon.fr/">https://phoenix.ens-lyon.fr/</a></td>
<td>Personal communication</td>
</tr>
</tbody>
</table>
multiplying our target model spectrum with the TAPAS model telluric spectrum (Bertaux et al., 2014), compounded by airmass:

\[ F_{\text{obs}}(\lambda) = T^a(\lambda) F_{\text{int}}(\lambda) \]

where \( F_{\text{int}} \) is the target's intrinsic spectrum before passing through Earth's atmosphere, \( F_{\text{obs}} \) is what enters the telescope to be observed, \( T \) is the telluric spectrum (\( \in [0,1] \)) raised to the power of \( a \), which represents the airmass* at the time and location of observation (taken to be 1, for ideal conditions). We oversample the target model spectrum to the resolution of the TAPAS model (R=\( \lambda/d\lambda \sim 960,000 \), where \( d\lambda \) is one spectral resolution element) before multiplication in order to best approximate the resolution at which telluric absorption occurs in reality (theoretically infinite).

When propagated through a telescope and spectrophotograph, a target's photons are diffracted, resulting in monochromatic peaks registering on the detector over a range of wavelengths as broader distributions. The smallest wavelength interval separating two lines that SPIRou can resolve as such, known as 1 resolution element, is 4.1 km s\(^{-1}\) and corresponds to 2 pixels on the detector. We mimic this process by convolving the telluric-multiplied target model spectrum to the line spread function (LSF) of SPIRou, for which we use a Gaussian with FWHM equal to one resolution element. We then interpolate the value of the convolved spectrum onto a new vector of wavelength pixels that represents the resolution of the instrument (R=73,500). Photon noise is the main source of uncertainty in the signal (scaling like its square root), though we include dark noise and read-out noise as well.

Finally, we make efforts to emulate the correction process undertaken for real observations, namely telluric correction. We divide the simulated observation and the associated noise of each flux value by the aforementioned TAPAS model, resampled onto the same wavelength pixels. We discard those regions of the target spectrum of low flux and high telluric absorption where the resulting flux and associated noise blow up (around 1.4 and 1.8 \( \mu \)m), leaving us with fewer spectral lines than are present in the full spectrum.

---

* Airmass is a measure of the amount of Earth atmosphere traversed by the incoming light given the object's elevation in the sky. It is largest on the horizon and at a minimum directly overhead.

---

**FINDING THE AVERAGE ABSORPTION LINE PROFILE**

The high resolution of the observed spectra provided by spectrographs like SPIRou (R = 73,500) gives opportunity for creativity and should be exploited fully. The molecular absorption line width for a slow-rotating (period \( \sim 12 \) h; Artigau, 2018) brown dwarf of 1 R\(_{\text{Jup}}\), roughly 10 km s\(^{-1}\), is well within SPIRou's capability to resolve.

Surface gravity influences the ambient atmosphere conditions and thus, the absorptive behaviour of the molecules. The wide spectral interval of SPIRou (0.94 - 2.35 \( \mu \)m) enables us to view many thousands of spectral absorption lines, which we can then combine to create a single average absorption profile.

We create our average line profiles by cross correlating the spectra with an artificially constructed "stick spectrum" - a mask. Figure 2 demonstrates the process, which is described below.

1. We begin with a set of reference model spectra of four different surface gravities. We resample (ie. convolve and interpolate) each spectrum to common wavelength pixels, if necessary, or to those of the observing instrument.

2. Fit an akima spline function to each spectrum over wavelength regions excluding absorption lines to find its "pseudo-continuum" (roughly speaking, the large-scale behaviour of the spectrum).

3. Normalize every spectrum by its respective pseudo-continuum to obtain solely the absorption lines.

4. Define an array of zeroes on the common wavelength pixels (to become the stick spectrum).

5. Identify the local minima in flux of the spectrum in the set of lowest surface gravity (\( \log(g) < -4.0 \)) and set the value of the stick spectrum at those wavelength pixels to 1 (or any non-zero constant).

6. Reject those sticks where the absorption lines of each spectrum do not demonstrate different behaviour as a function of surface gravity. In our case, we keep the sticks at those wavelength pixels...
where \( F_{\text{log}(g)=4.0} < F_{\text{log}(g)=4.5} < F_{\text{log}(g)=5.0} < F_{\text{log}(g)=5.5} \) and set the rest to zero.

7. Convolve the stick spectrum with a Gaussian profile of \( \sigma = 2 \).

8. Cross correlate each spectrum with the stick spectrum individually, in doppler shift space (ie. as a function of radial velocity), from -50 to +50 km s\(^{-1}\).

9. Normalize the resulting cross correlation functions to be between 0 and 1 (ie. \( \frac{y_i - y_{\min}}{y_{\max} - y_{\min}} \)) to obtain their absolute shape.

RESULTS: THE AVERAGE LINE PROFILE

In this section we apply our cross correlation algorithm described in Section 2.4 to the reference (PHOENIX BT-SETTL) and illustrative (Tremblin et al., 2015) model thermal emission spectra, at their original resolution. This is done in order to understand what is possible to achieve in theory, and what the observations can aim for.

QUANTIFYING THE AVERAGE LINE PROFILE

We present the resulting average line profile yielded by our cross correlation algorithm for one of the eight PHOENIX BT-SETTL reference model spectra in Figure 3. In an effort to quantifiably distinguish between the average line profiles of atmospheres at different surface gravities, we tried to fit them with functions whose shape resemble those of spectral absorption lines - namely a Gaussian, Lorentzian and Voigt profile. In addition to their parameters of characteristic width (\( \sigma, \gamma \), and both \( \sigma \) and \( \gamma \), respectively), we employ a horizontal stretch (\( s \)) and a vertical translation factor (lift, \( l \)). We find that the best fit to the average line profiles is given by the Lorentzian function centered about \( x=0 \):

\[
\text{Lor}(x, \gamma, s, l) = \frac{\gamma / \pi}{(sx)^2 + \gamma^2} + l,
\]

where \( x \) is radial velocity in km s\(^{-1}\) and \( \gamma \) is the HWHM of \( \text{Lor}(x, \gamma) \), ie. what the half width at half maximum would be without the added parameters of stretch and lift. Therefore, it is necessary to set requirements. However, since we cross correlate each model spectrum to the same stick spectrum, the generated CCFs can be meaningfully compared and we are at liberty to impose any criteria.

We compute the cross correlation values at increments in radial velocity of 20 m s\(^{-1}\), which yields an effective resolution of \( R = c / \Delta v = 15,000,000 \). With this method, we can effectively probe the average line profile of a spectrum at a much higher resolution than that with which we actually observe it.

Constructing the stick spectrum is more of an art than a science, and the resulting cross correlation functions are highly sensitive to the chosen requirements. However, since we cross correlate each model spectrum to the same stick spectrum, the generated CCFs can be meaningfully compared and we are at liberty to impose any criteria.

We compute the cross correlation values at increments in radial velocity of 20 m s\(^{-1}\), which yields an effective resolution of \( R = c / \Delta v = 15,000,000 \). With this method, we can effectively probe the average line profile of a spectrum at a much higher resolution than that with which we actually observe it.

Figure 2: Top: Four of the PHOENIX BT-SETTL reference model spectra (at 1000K) and their respective pseudo-continua (pale colours) over a small portion of the SPIRou wavelength interval. Bottom: The same four model spectra, pseudo-continuum normalized, and the Gaussian sticks yielded by our algorithm in that region (black).

Main point: Our algorithm for computing the average line profile for a given set of reference model spectra involves cross correlating an artificially constructed stick spectrum with the spectra’s absorption lines.
the function to half its maximum value, \( \frac{1}{2(\sqrt{\frac{\pi}{2}} + l)} \), and solve for the characteristic width, in km s\(^{-1}\):

\[
w = \pm \sqrt{\frac{\pi \gamma^2 l + \gamma^2}{s^2(1 - \pi \gamma l)}}.
\]

This result is indeed entirely contrived by our algorithm (which selects only those absorption lines obeying the marching order with surface gravity); however, consider the physical processes occurring on the molecular level in a brown dwarf or giant planet atmosphere, and how they depend on the strength of the gravitational field. Higher surface gravity would lead to increased ambient pressure and temperature, resulting in collisional and thermal broadening of molecular absorption lines in the object's emission spectrum. In this sense, step 6 of our algorithm (Section 2.4) is not arbitrary – in fact, therein lies the method's utility and merit. Enough absorption lines in the reference model spectra (roughly 2500) follow the trend such that the resulting average line profiles are clearly differentiated. Thus, the set can be used as a reference basis, against which one can compare the average line profile of an observed object whose surface gravity is unknown. Provided that the average line profiles of both the observed spectrum and model spectra are created using the exact same stick spectrum, the observed object's surface gravity can be determined relative to that of the reference models.

Next, we apply our cross correlation algorithm to our second set of thermal emission models, the four Tremblin et al. (2015) spectra. We find that, for a given surface gravity, the average line profiles

Table 2: Characteristic widths (given by Equation 7, in km s\(^{-1}\)) for the Lorentzian fits to each of the eight reference and four illustrative model spectra. Quoted uncertainties are for \( x(\gamma, s) = \gamma / s \), not \( x(\gamma, s, l) (= \text{Equation 7}) \), because the former yielded higher uncertainties.

<table>
<thead>
<tr>
<th>log(g)</th>
<th>900 K</th>
<th>1000 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT-Settl (reference models)</td>
<td>4.0</td>
<td>5.71 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>6.37 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>7.32 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>5.5</td>
<td>8.43 ± 0.04</td>
</tr>
<tr>
<td>Tremblin (models)</td>
<td>4.0</td>
<td>5.52 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>7.13 ± 0.02</td>
</tr>
</tbody>
</table>

Table 2 presents these values for each model spectrum shown in Figure 3.

**Properties of the Average Line Profile**

As is apparent numerically in Table 2 and visually in Figure 4, the width of the average line profile is dependent on surface gravity. The trend suggests that atmospheres at lower surface gravities exhibit narrower absorption lines, on average, while the molecular lines of atmospheres at higher surface gravities tend to be broader.

This result is indeed entirely contrived by our algorithm (which selects only those absorption lines obeying the marching order with surface gravity); however, consider the physical processes occurring on the molecular level in a brown dwarf or giant planet atmosphere, and how they depend on the strength of the gravitational field. Higher surface gravity would lead to increased ambient pressure and temperature, resulting in collisional and thermal broadening of molecular absorption lines in the object's emission spectrum. In this sense, step 6 of our algorithm (Section 2.4) is not arbitrary – in fact, therein lies the method's utility and merit. Enough absorption lines in the reference model spectra (roughly 2500) follow the trend such that the resulting average line profiles are clearly differentiated. Thus, the set can be used as a reference basis, against which one can compare the average line profile of an observed object whose surface gravity is unknown. Provided that the average line profiles of both the observed spectrum and model spectra are created using the exact same stick spectrum, the observed object's surface gravity can be determined relative to that of the reference models.

Next, we apply our cross correlation algorithm to our second set of thermal emission models, the four Tremblin et al. (2015) spectra. We find that, for a given surface gravity, the average line profiles

Table 2: Characteristic widths (given by Equation 7, in km s\(^{-1}\)) for the Lorentzian fits to each of the eight reference and four illustrative model spectra. Quoted uncertainties are for \( x(\gamma, s) = \gamma / s \), not \( x(\gamma, s, l) (= \text{Equation 7}) \), because the former yielded higher uncertainties.

<table>
<thead>
<tr>
<th>log(g)</th>
<th>900 K</th>
<th>1000 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT-Settl (reference models)</td>
<td>4.0</td>
<td>5.71 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>6.37 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>7.32 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>5.5</td>
<td>8.43 ± 0.04</td>
</tr>
<tr>
<td>Tremblin (models)</td>
<td>4.0</td>
<td>5.52 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>7.13 ± 0.02</td>
</tr>
</tbody>
</table>
Figure 4: Top: The average line profiles of four PHOENIX BT-SETTL reference model spectra (light colours) and two Tremblin model spectra (dark colours) computed at BT-SETTL resolution (R=99,406). Middle: The Lorentzian fits of the average line profiles of two BT-SETTL reference model spectra (light green, light blue) and two Tremblin model spectra (dark green, dark blue). Bottom: The full flux vs. wavelength spectra (R=1000) of the models in middle panel. Left: 900 K; Right: 1000 K. Main point: Models of the same surface gravity look vastly different on the large-scale (the shape of the continuum, R=1000, bottom panel), but extremely similar on the small-scale (the average line profile, Reff=15,000,000, top and middle panels).

of BT-SETTL and Tremblin et al. (2015) agree remarkably well. Figure 4 shows that both the raw average line profiles and the Lorentzian fits of the Tremblin et al. (2015) models overlap with that of
the reference models for log($\log(g)$)=4.0 & 5.0 at both 900 & 1000K, despite the fact that their respective spectra model shows very different atmospheres.

To emphasize this, we show the PHOENIX BT-SETTL and Tremblin et al. (2015) model spectra over the full SPIRou range, resampled to $R=1000$, on the same axes in the bottom panel of Figure 4. These spectra are the same temperature and surface gravity, and yet, due to differences in how they treat important microphysical atmospheric processes affecting the shape of the continuum, they look very different. That their atmospheres are in fact experiencing the same surface gravity is apparent only when one examines the deviations from the continuum – namely the absorption lines.

**CASE STUDY: 2MASS 2322-6151**

In this section, we apply our method to 100 individually created simulated SPIRou observations of the Tremblin et al. (2015) model thermal emission spectra. We show the most successful of the four cases (that of log($\log(g)$)=5.0, $T=1000$ K), noting that in two cases (log($\log(g)$)=4.0, $T=1000$ K and log($\log(g)$)=5.0, $T=900$ K), the average line profiles of the 100 simulated observations did not consistently align with that of the correct reference model. We scale our simulated observations to the brightness of the brown dwarf 2MASS 23225299-6151275 (hereafter 2M 2322-6151), J=13.55±0.06 mag (Cruz et al., 2009b and set the exposure time to 1. The resulting 100 spectra have a mean signal-to-noise per resolution element of $\sim$14. We discard those flux values of the observations and reference models where observed SNR <$15$ or where the TAPAS telluric absorption is >0.8.

Figure 5 shows the resulting average line profiles of the 100 simulated observations and four reference models. Due to telluric absorption, our observations have only enough remaining flux values to make a stick spectrum with 605 lines, and the geometry of the average line profile suffers for it. Nevertheless, we see that the observed profiles overlap with the reference model of the same log($\log(g)$) as the Tremblin model from which they were created nearly perfectly.

The small spread in the 100 simulated observations indicates that observational noise has an effect smaller than that of an object’s surface gravity. Therefore, even in the presence of noise, one can measure log($\log(g)$) to a better precision than 0.5 dex. As shown in Table 3, the characteristic width of the mean observed line profile, $8.34 \pm 0.05$ km s$^{-1}$, agrees with the $8.27 \pm 0.02$ km s$^{-1}$ of the log($\log(g)$)=5.0 reference model. By fitting a degree-3 polynomial to the four HWHM-log($\log(g)$) points of the reference models (see Figure 6) and evaluating it at the HWHM of the mean observed line profile,

**Figure 5: Top:** The average line profiles of 100 simulated observations of the Tremblin et al. (2015) model spectrum at log($\log(g)$)=5.0 and $T=1000$ K (grey; mean in black) and of the four BT-SETTL reference model spectra (colours). These line profiles represent the average shape of 605 individual absorption lines. **Bottom:** The Lorentzian fits of the above (observed mean only). **Main point:** The average line profile method leads us to conclude the correct surface gravity for our simulated SPIRou observations, and it is an effective way to determine surface gravity to high precision.

we obtain a surface gravity estimate of 5.015 ± 0.02 dex. In cm s$^{-2}$, this is a relative uncertainty of only 4.6%. Thus, not only can we recover the average line profile from observed noise, but we can compare it to reference models and conclude the correct surface gravity to high precision.
Combining this result of \( \frac{d g}{g} = 0.046 \) with the constraints on luminosity and temperature (\( d L/L = 0.03 \) and \( d T/T = 0.03 \)) yields an uncertainty in mass of 13.7\% (Equation 4).

DISCUSSION AND LIMITATIONS

Brown dwarf spectral observations made with low-resolution instruments (such as GPI, \( R \sim 70 \)) render subsequent analyses somewhat uncertain, because the method of fitting the continuum observation to a library of model spectra could easily result in the wrong conclusion of surface gravity. That method requires the reference models to describe the same atmosphere as the observed object actually has, which is unlikely to be the case. We have shown, however, that using the spectral information present in high resolution observations made with instruments such as SPIRou and comparing average line profiles can yield the correct conclusion of surface gravity, regardless of whether the reference models correctly describe the observed atmosphere. The shape of the average spectral line in the PHOENIX BT-SETTL models, which contain clouds, is the same as that of the cloud-free models of Tremblin et al. (2015). It is remarkable that the shape of the average line would be the same for different atmospheres. Perhaps this hints at which physical process is dominant in the atmosphere. Future work should be concerned with what is perhaps the largest caveat to this work: spectral line broadening due to the object’s rotation. A fast-rotating brown dwarf’s broadened spectral lines could lead it to be mistaken for an object at higher surface gravity. Efforts to decouple broadening from gravity and rotation could include an alteration to the artificial stick spectrum criteria to be sensitive to chemical species that live low in the atmosphere, and not those in the upper layers. Perhaps the mechanism-dependence of line shape could also lend itself to differentiating the effects; we have found a Lorentzian-shaped profile for non-rotating objects, whereas rotation-broadened profiles are described as a sine curve with the edges clipped due to limb-darkening. If the object’s rotation speed can be constrained by some other means, then the reference model spectra can be correctly rotationally broadened and, thereon, our procedure could be applied as described. The impact of this “procedural detour” on the precision attainable would need to be studied.

**Figure 6:** Empirical relationship between the characteristic width of the average line profile and the surface gravity of the model from which it is derived, found using the four reference models. The surface gravity of the mean observed line profile (black) is found to be \( 5.015 \pm 0.02 \) dex. Horizontal error bars in HWHM are smaller than the width of the points.

**Table 3:** Characteristic widths (given by Equation 7, in km s\(^{-1}\)) of the mean of 100 simulated SPIRou observations of the Tremblin et al. (2015) model at \( \log(g) = 5.0 \) & \( T = 1000 \) K, and of the Lorentzian fits to each of the four reference model spectra also at 1000 K (see Figure 5). Uncertainty in the “observed” width is the standard deviation in the characteristic width of 100 fits; uncertainties in the reference model widths were obtained with the simple variance formula.

<table>
<thead>
<tr>
<th>( \log(g) )</th>
<th>HWHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT-Settl</td>
<td></td>
</tr>
<tr>
<td>(reference</td>
<td></td>
</tr>
<tr>
<td>models)</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>6.08 ±</td>
</tr>
<tr>
<td>4.5</td>
<td>6.80 ±</td>
</tr>
<tr>
<td>5.0</td>
<td>8.27 ±</td>
</tr>
<tr>
<td>5.5</td>
<td>10.28 ±</td>
</tr>
<tr>
<td>Tremblin</td>
<td></td>
</tr>
<tr>
<td>(observed)</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>8.34 ±</td>
</tr>
</tbody>
</table>
More work is needed to investigate the reasons why two of the four sets of 100 simulated observations did not yield average line profiles that agreed with reference models. The procedure should also be performed with a larger variety of atmosphere models, such as the PHOENIX COND and DUSTY, to confirm the model-independence of the average line profile. Ultimately, using our method on real high-resolution spectral observations, such as those SPIRou is starting to provide, will be the definitive test for efficacy.

CONCLUSIONS

The average shape of spectral absorption lines in thermal emission spectra of brown dwarf atmospheres at different surface gravities were found to have similar shapes and be described by the same function. The characteristic width of the function, by way of our selection criteria for the artificial stick spectrum used in our cross correlation, depends on surface gravity in a simple monotonous fashion. By describing the trend with some empirical relation, we can determine the surface gravity of an object whose spectrum we observe. This work indicates that it should be possible to constrain surface gravity to better than ~5% dex using the average line profile and that this could yield mass measurements with 10-15% precision.
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